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PREFACE

This report describes part of a comprehensive and continuing program of re-

search concerned with advancing the state-of-the-art in remote sensing of the en-

vironment from aircraft and satellites. The research is being carried out for the

NASA Lyndon B. Johnson Space Center, Houston, Texas, by the Environmental Re-

search Institute of Michigan (ERIM), formerly the Willow Run Laboratories of The

University of Michigan. The basic objective of this multidisciplinary program is

to develop remote sensing as a practical tool to provide the planner and decision-

maker with extensive information quickly and economically.

Timely information obtained by remote sensing can be important to such peo-

ple as the farmer, the city planner, the conservationist, and others concerned with

problems such as crop yield and disease, urban land studies and development, water

pollution, and forest management. The scope of our program includes: (1) extend-

ing the understanding of basic processes; (2) discovering new applications, develop-

ing advanced remote-sensing systems, and improving automatic data processing

to extract information in a useful form; and also (3) assisting in data collection,

processing, analysis, and ground-truth verification.

The research described here was performed under NASA Contract NAS 9-9784,

Task VIII, and covers the period from 1 February 1973 through 31 October1973,

Dr. Andrew Potter has been Technical Monitor. The program was directed by

R. R. Legault, a Vice-President of ERIM, by J. D. Erickson, Principal Investi-

gator and Head of the Information Systems and Analysis Department, and by

R. F. Nalepka, Head of the Multispectral Analysis Section. The ERIM number

for this report is 190100-31-T.

The author wishes to acknowledge the direction provided by Mr. R. R. Legault,

Dr. J. D. Erickson, and Mr. R. F. Nalepka. A. Sato and J. F. Reyer expertly trans-

lated equations into computer language and obtained tests results. Many construc-

tive discussions were held with the above and with Prof. W. L. Root, H. Horwitz

and R. J. Kauth.
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1

SUMMARY

A general form of a Kalman filter model is presented and shown to be applicable to an adap-

tive method of classification of remotely sensed data. The mean vectors for all of the signa-

tures can be adapted, using a decision-directed Kalman filter and known additive and multipli-

cative changes in the mean vectors. A simplification of the general form, which updates the

estimates of the mean vectors after each decision, is developed and tested. Previously used

methods incorporating interactive and non-interactive updating are shown to be simple Kalman

filters.

A processing method is shown that reduces memory and computation requirements over

those normally associated with a Kalman filter. A formulation of the Kalman filter is presented

that updates the mean vectors after each line, rather than after each data point. Included in the

formulation is the use of a factor that depends on the degree of confidence that the decision

made for each data point is correct. Methods are suggested for adapting the preprocessing

functions (scan-angle correction) and for using auxiliary ground truth data to reduce the prob-

ability of signature capture.

Test results are presented which tend to confirm the usefulness of the Kalman filter. It

is shown that classification accuracy is dependent on certain filter parameters, the parameters

which determine updating rate, interaction, etc. We also show that there is essentially no

change in classification accuracy when the updating is computed after every line of data, rather

than after each data point.

There appear to be two ways in which the Kalman filter increases classification accuracy.

One way is to update the means to follow rapid changes in the data, such as might occur in data

from adjacent fields of the same class. The other way is to update at a slower rate so that

the updated means adjust for data changes such as those caused by atmospheric changes.

Feature extraction, whereby the dimensionality of the multispectral data is reduced in such

a manner that there is no significant loss in classification accuracy,is also discussed. A previ-

ously used method, feature selection (use of a subset of spectral channels), is one way to im-

plement feature extraction. A greater reduction in dimensionality may be obtained by use of a

subset of linear combinations.

The general problem of finding a suitable subset of linear combinations is included here.

Part of the general problem is that of selecting a distance measure, and one particular dis-

tance measure is recommended because it is more closely related to classification accuracy

than some of the more popular distance measures.

7
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Limited test results show that a subset of 3 linear combinations can produce a higher classi-

fication accuracy than a subset of 4 spectral channels.
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2
INTRODUCTION

Multispectral scanners, carried aboard aircraft or spacecraft, are being used to survey a

wide range of earth's resource and environmental parameters. The Environmental Research

Institute of Michigan (ERIM) is engaged in a broad-based research effort, developing and apply-

ing practical techniques of extracting information from the data generated by these instruments.

Considering the spacecraft case for example, the scanner field of view sweeps laterally across

the terrain, and, as the spacecraft moves forward, successive scans completely cover the scene

below. The spectrum of solar radiation reflected by the terrain is sensed by the scanner. In

particular, the scanner records, for each resolution element in the scene, a data vector (signal)

whose elements are proportional to the radiance at each of several wavelengths in the spectrum.

The processing of these data to extract information from the scene may be considered under

two broad categories: classification procedures and estimation procedures. In estimation, we

attempt to answer questions of temperature, moisture, or biomass for each resolution element.

In classification, we attempt to decide for each resolution element (data vector) what is the

class of material present. The remainder of this report is concerned with classification pro-

cedures, and to focus on a specific problem, with the classification of major agricultural crop

species such as corn, wheat, and soybeans. We wish to focus attention on an adaptive classifier

technique based on the Kalman filter although we also discuss some related topics such as

feature selection and preprocessing.

We have found through experience that, for a homogeneous class or subclass of materials

on the ground, a Gaussian distribution is a useful characterization of the distribution of data

points from that class of material, so that the mean vector and the covariance matrix are

sufficient parameters to use as input to a classifier [ 1]. We have used a variety of classifiers -

maximum likelihood, linear decision trees, shortest distance, etc.-based on this mean and

covariance description for each class or subclass of material.

We have also found through experience that there are variations in the mean and covariance

matrix as we consider data from different flights, and even from different fields of the same

class near each other [2]. These variations of means and covariance matrices are due to

changes in sun angle, amounts of haze, cloud and cloud shadows, moisture and fertilizer con-

tent of soil, variations in planting time and development rate for crops of the same type, and

differences in planting density, to name most of the causative factors. One variation which is

always present is the dependence of the reflectance of the crop and of the transmission and

scattering effects of the atmosphere on angle of view (scan angle). Thus, the mean and covar-

iance of the signal from a particular crop tend to be a function of scan angle even within a par-

ticular homogeneous field.

9
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Because these variations reduce classification accuracy, several parallel research efforts

are being carried out at ERIM to develop methods to compensate for the variations in the means

and covariances. One approach is based on in-scene references where changes that occur in

selected fields are assumed to reflect changes in all of the data [ 3]. A second approach uses

functions of the data, such as ratios of channels, for classification [4-7]. Generally, functions

cannot be found that are completely independent of atmospheric or ground cover changes. The

third class uses radiance and reflectance models to estimate and account for the changes that

are occurring [8-10].

The method being discussed here is that of making adaptive corrections [ 11, 12] . In this

approach, the mean vectors are slowly updated based on the decisions made by the classifier

and on the actual values of the individual data vectors which are classified. The approach is

based on the following idea. Suppose a sequence of observations (data vectors), zj, zj+ 1, . . .

were all recognized as material class A by the classifier, but that these observations tended to

cluster to one side of the current estimate of the mean, MA' of that material class. This would

provide us with some evidence that the mean of the material class A had shifted. A decision-

directed adaptive classifier is one which automatically adjusts the value of PA so as to bring it

closer to the current observations which were classified as material A.

We would like our decision-directed adaptive classifier to take account of some additional

considerations. The amount by which we allow a signature to be modified in any particular up-

dating cycle may be different in different spectral channels. Also, a particular crop may not be

observed for some time, and during that time the true mean of that crop, along with the means

of other crops, may shift. Hence we would like to be able to adapt all signatures based upon

the observations and classifications of one or a few of them.

In practice, resolution elements often overlap two or more different crop types, producing

an observation far from the mean of any particular crop class. We would like to avoid using

these observations as well as "wild" observations from any other cause.

Kalman filter theory provides a framework within which these considerations and others

can be combined into one systematic approach [12, 13].

The Kalman filter is an iterative filter, especially useful for digital computation, that pro-

duces an estimate of a time sequence of state vectors from a corresponding time sequence of

measurement vectors. In the simplest application,five elements must be defined. These are:

(1) the state vector, (2) the measurement vector, (3) an observation matrix relating the state

vector to the measurement vector (assuming no measurement noise) by a linear transformation,

(4) a covariance matrix describing additive noise in the measurement, and (5) a covariance

matrix describing the statistics of the successive differences in the state vector.

10
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In order to apply the Kalman filter to remote sensing data, we must make an association

between the elements of the Kalman filter and elements of the classifier. This can be done in

a number of ways, one of which is now described.

Assume that the most important statistics to update are the components of the mean vector

of each material class, and that we will update after each single observation. Then we make

the following identifications.

(1) The mean vectors of each material are combined into a single vector identified as the

state vector, xt . The initial condition, xo, is given by the initial training data for each

crop.

(2) The observed data vector is identified as the measurement, z t .

(3) The classified output (a recognition vector) is used to produce a matrix, Ht, of zeros

and ones (a spotting function) which selects the correct components of the state vector

to provide a relationship between the state vector and the noise free measurement.

(4) The covariance matrices of all the signatures are averaged. This is identified as an

average estimate of the measurement noise covariance, R, as required for the Kalman

filter.

(5) An augmented matrix is formed by replicating and scaling the matrix R. This augment-

ed matrix is identified as the covariance Q of the successive differences in the state

vector. Covariance Q is assumed to be a simple function of R, and this assumption

results in significant savings in computation time, since matrix inversions are not

required for each update, and the computer memory requirements are minimal.

In the remainder of this report, we shall describe in some detail our approach, starting

with the basic formulation of a Kalman filter. The basic formulation is then expanded to in-

crease its versatility and utility. We shall describe the adapting procedures used previously

and compare these procedures with the present formulation. We shall also show some test

results from two test sets which demonstrate some of the capabilities of the new procedure.

The appendices describe the mathematical background to the Kalman filter. A separate section

is included to present the theory and some test results obtained by using subsets of linear com-

binations of channels. Limited test results indicate that the use of a subset of linear combina-

tions may be a feasible method of reducing processing costs without any sacrifice in average

classification accuracy.

11
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3
USE OF A DECISION-DIRECTED KALMAN

FILTER FOR ADAPTIVE PROCESSING

In this section, we shall show a general formulation of a Kalman filter and discuss in qual-

itative terms the way such a filter may be used to update the signature mean vectors. Various

terms of the equations can be identified in ways we will demonstrate with observed phenomena.

Next, we shall simplify the equations into a basic form and show explicitly how one would use

them to update the mean vectors; this updating depends upon certain statistics of the data. One

possible approximation to the statistics leads to a simplification of the equations along with

greatly reduced computational and memory requirements of a general purpose digital computer.

Finally, we shall show some extensions of the simplified filter that appear at this time to be

most useful. In the discussion of the Kalman filter that follows, we shall isolate the filter from

the remaining processing operations. When we say that a quantity (e.g., a decision) is known,

we mean that that quantity is obtained from another portion of the processor or possibly from

separate measurements.

3.1 BASIC FILTER EQUATIONS

We shall begin our discussion with one version of the Kalman filter equations. Consider

the linear vector difference equation

Xk = k,k-k-i + Fk,k-l1-l + Wk-I (1)

The purpose of the Kalman filter is to estimate the state vector xk . The matrix 4k,k-1 is
known as a transition matrix and has the properties

)k,k =I (2)

)kjji = ( ki (3)

-1
41= 4jk (4)k,j jk

Dk,k-1 can be used to express known multiplicative changes in the state vector. The vector

uk is known as a control vector and is related to the state vector by the matrix Fk,k-_. The

vector fk is a forcing function, which, together with 4 k , k-l' can be used to introduce known

additive and multiplicative changes to the state vector. The vector wk is a sample from a

random process with statistics:

E(wk) =0 (5)

"k -k kj(6)

12
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where E( ) denotes the expected value, and Qk is the covariance matrix of the state variation.

In addition to the state equation, we have a measurement equation:

zk = Hkxk + vk  (7)

where zk is the measurement vector, which we can identify with the data

H k is a known observation matrix

vk is measurement noise with the properties:

E(vk) = 0 (8)

E (vkv) j kk, j (9)

E vkw = 0 (10)

where Rk is the covariance matrix of the measurement noise. Equations (1) and (7) define a

general formulation of an estimation problem which we could use. We shall identify the com-

ponents of the state vector xk with the means of all of the materials. The random vector wk
represents inter- and intra-field variations that have been observed in the data, as well as

gradual changes caused by phenomena such as atmospheric, sun position, and scanner vari-

ations. It is in the estimation of Qk' the covariance matrix of wk, that we were able to simplify

the processing requirements.

Let us now formulate the complete Kalman filter problem, with a simplified form of Eq. (1)

xk = xk-1 + wk-1  (11)

The recursive estimate k of the state vector xk is
A A A
xk = xk 1  Kk(Z k - Hkxk 1)  (12)

The matrix Kk is known as the Kalman filter and minimizes E(-xk) where

xk = xk - xk (13)

is the difference between the true state vector xk and our estimate xk . The symbol E denotes
the expectation operator. We can expect Kk to depend on Hk and the covariance matrices Qk
and Rk. It is shown in Appendix A that

Kk = PkHk P kHk + R] -1  
(14)

where

13
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Pk = Pk - KHk (15)

k = Pk-1 + Qk-1 (16)

The recursion relationship is defined by Eqs. (12, 14, 15 and 16). When a new measurement
A

zk is received, the computer has Pk and xk_ 1 in memory from the previous calculation. We
A

also know the observation matrix Hk. We have all of the information to compute xk, Pk and
P' and are ready to repeat the process for zk+ 1lk+1

Two features of this recursion relationship should be clarified. We assume that we know

Hk, which means that we know the particular material or class that was present when zk was

measured. But this is not the case, because all we have present is the decision [ 15] or estimated

mixture [16-18] for that measurement. We shall assume that we have the decision available,

and shall use the decision, as though it were correct, to formulate zk. This use of the decision

in the Kalman filter has been called decision-directed.

The other feature to clarify is the first step of the recursive relationship. When the train-
A

ing data is at the beginning of the data to be processed, we can let Po be the zero matrix and xo be

the means of the signatures. When the training data is not near the beginning of the data, we must in-

crease Pk to reflect the variations in the mean that could occur prior to processing of the

training data.

One of the modifications to the basic Kalman filter equations which we shall describe in

Section 3.9 and Appendix B shows a way to look ahead so that the information from training

fields downstream can be used for the k-th observation.

We next consider the covariance matrices to be used. For the matrix Rk associated with

the measurement noise vk, we shall use the average covariance matrix of all of the signatures.

If each covariance matrix for each of the classes is Ri, i = 1, . . . , m, then we shall use
m

Rk = Ri = R (17)

i=l

Two assumptions are inherent in Eq. 17: (1) the covariance matrices are sufficiently similar

that one common matrix can be used for all classes, and (2) that all of the variation measured

in the training data can be attributed to measurement noise rather than state variations. The

use of the first assumption is justified when we find an improvement in recognition performance.

The second assumption will be shown not to be restrictive because the important relationship is

the measurement covariance matrix R k relative to the state covariance matrix Qk"

Qk is the covariance matrix of wk, the state variation. Because the state vector xk is

composed of the signature means, Qk describes the slow variations of these means. We must

14
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describe how the means of each material can vary and also how the variation in the means of

different channels are correlated. We shall assume that Qk can be written in the form

Qk =  R =Q (18)

where the operation ® is the Kronecker product

011R 012R . ..

21R
9 G R = (19)

of partitioned matrices. As we shall see, our assumption of the form of Qk will lead to a sim-

plification in the processing.

3.2 REDUCED EQUATIONS

Let us now see how this simplification arises. We first note that for our decision-directed

filter, we can write H k as

Hk = M k  In  (20)

where In is the identity matrix with rank n, the number of channels, and M k is a column vector

with a one indicating a decision and m-1 zeros. For example, if the fifth data point were classi-

fied as the third of six possible classes, then

M5= 0 (21)

The following theorem is needed for the simplification. Let

P 1 = 1  R, Hk =Mk In Qk =  0 R (22)

Then

Pk k R (23)

Where

t
km km

0k+1 = k - + 0 (24)
kmm+l

15
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Okm = kMk (25)

Skmm = MkI kMk (26)

We shall prove this theorem by induction. We first note that it is true for k = 1. We assume

the theorem true for k = a. Then, from Eq. (14)

K a 0 R)(M a n)[(M )( )( a  R)(M 0 In )+R-1

= (aM D R)[(aMM +1) R] - 1  aM In (27)
aMM+1

When we evaluate Eq. (15), we have

'y(R aM In) (Mt ®0 ( 0 R) ) (28)
aMM+1 K aMM+1/

From Eq. (16) we have

t

Pa+1 a a Qo + R (29)

Q.E.D. We can now evaluate Eq. (12).

A ^ A km n
k = xk-1 0 (zk - yk) (30)

A
where yk = Hkxkl-1 (31)

is the estimate of the mean of the material that was recognized.

The updating equations are now contained in Eqs. (24) and (30). We need to store an
mnx 1 state vector , which is already stored as part of the signatures, and an mxm sym-

metric matrix 0. We also need 0, which we shall assume has the form

1 02 .

02 1

a= 1  (32)

Only two scalars are needed to determine 0. Because the updating equations are now indepen-
dent of R, we can determine the operation of the filter by choice of 01 and 02. We shall choose

16
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a value of 02 in the range 0 5 02 < 1, because 82 determines the amount of correlation of the

variations in the signature means that we have assumed. We shall now develop a simple ex-

planation for 01

3.3 UPDATING RATE

Let us assume that we always recognize the first class. Let us also assume that the

measurements zk are all zero vectors for a sufficient number of samples so that our estimate

of the first mean vector is also the zero vector. We now let the measurements zk become a

vector composed of ones, and compute the number of updates needed for the estimate of the

mean to equal 1 - e - 1 . We shall call this number of updates the updating rate and show that

it is simply related to 01.

We need to consider only the first element of xk and the elements in the first row and

column of 0 and Ok. From Eq. (24), the 011 element of Ok approaches a constant value when

k+1 = , or

2
"11

S+ 1 - 1 (33)

01 + 2 + 401
S11 2 (34)

The updating equation for the first element of xk is

A A A
k,1,1 = Xk-1,1,1 + a(z0 - k_1,1,1) (35)

where

a = 11 (36)
oi1 +1

We let xo 0, and zk = 1, k = 1,..., then, from Eq. (35), we have

^ =[1 -(1 -a)k] 1- +2 94T

For the values of 0 that we use (01 < 10-3), we can approximate Eq. (37) with

k 1 = 1 - ( 1 - f)k (38)

Thus, when
1

k -(39)
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we have

A ~ -1I
k1 1 -1 (40)

For example, when = 10 - 3 and k = -, the difference between the results obtained by using

Eqs. (37) and (40) is 1.5 x 10 - 5 . We conclude that Eq. (39) is sufficiently accurate for our

purposes.

3.4 OTHER FORMS OF UPDATING

Let us look briefly at the previously used adaptive procedures and see how they can be

interpreted in terms of our Kalman filter formulation [7, 8]. Two methods of adapting the

signature means were examined: non-interactive and interactive. The non-interactive up-

dating can be implemented by setting

1 (41)
Ok = W Im

The scalar W was used to vary the updating rate. Note that k k is independent of k. This im-

plies that there is variation only in the mean of the material that was recognized, and all other

means did not change. For approximately equal numbers of decisions for each material, this

method should produce estimates of the mean vectors that are similar to those obtained by the

basic Kalman filter.

For the interactive method, we would set

P 2  P 3

p 1  p 1

1 (42)
9k = W-1 1 P31

2 2

where pi, i = 1, . . , m is a scalar constant for each material. Again, Pk is independent of

k. In addition, #k is not symmetrical, implying a lack of symmetry in the covariance matrix

Pk. Thus, we must conclude that either the interactive updating is non-optimal or the model

described by Eqs. (1) and (7) is not the only reasonable model for updating. However, the

interactive method was developed specifically because random multiplicative, rather than

additive, changes in the mean vectors were assumed to be present. We should note that the

interactive method is easily expressed in the Kalman filter formulation.
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3.5 LINE-BY-LINE UPDATING

We have now finished our discussion of the simplified Kalman filter. We have developed
a filter that can be used to update the mean vectors each time a data point is classified. As
we shall see when we discuss test results, a relatively slow updating rate will produce the
lowest classification error rate. Knowing this, we are led to consider the possibility of up-
dating after each line or portion of a line, rather than after each data point. Our motivation is
to reduce processing time, even though the updating requires fewer calculations than does the
decision rule. One might hope to save additional computer time by using a linear [ Refs. 20, 211
rather than a quadratic (maximum likelihood) decision rule. The problem with using a linear
decision rule with a Kalman filter is that some computation for each point using mean vec-
tors and covariance matrices is required before one is ready to apply the rule. This com-
putation is only required once for non-adaptive processing, and therefore little increases the
overall processing time in the non-adaptive linear decision rule case. But it appears this
computation is time consuming in the Kalman filter point-by-p6int updating case so that little
if any time is saved.

3.6 PREPROCESSING

We can add another function to our filter. We have not considered variations in the data
that are dependent on the angle of view (scan angle). One would like to preprocess the data to
remove or reduce any scan angle dependence before making classification decisions. It is not
unlikely that whenever the mean vectors change, the scan angle dependence and the required
preprocessing would also change. Therefore, we have a motive for using the Kalman filter to
update the scan angle correction function as it updates the mean vectors.

Many forms of preprocessing have been studied. One is particularly suited for inclusion
in the Kalman filter equations. One can estimate the parameters of a polynomial function of
scan angle (a separate polynomial is needed for each data channel) that would be added to the
data so that the resultant sum would be approximately independent of angle. Another use of
the polynomial would be to subtract it from the mean vectors. Either use produces the same
decision. One can either use one polynomial to be applied to all classes or separate polynomials,
one for each class. The latter method is preferred when we expect the various classes to have
different angular dependences. A disadvantage of the latter method is that we must use a re-
duced updating rate, because there are more parameters to estimate (more polynomials) and
when we use multiple parameters to describe any mean vector, there is a reduced maximum
error that can be tolerated in our estimate of each of the parameters before classification
accuracy is degraded rather than improved.
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3.7 CONFIDENCE FACTOR

In addition to updating every portion of a line of data and estimating a scan angle correc-

tion term, we shall make use of a confidence factor. A confidence factor has already been used

successfully [Ref. 121. The purpose of the confidence factor is to weight the contribution that

each data point makes to the updating by a number that represents our confidence that we have

made the correct decision. A point very close to a mean vector is weighted more than a more

distant point. We would be trying to reduce the effect of using a decision-directed filter which

occasionally used the incorrect decision, We have no model to use to determine the weights,

but chose a method that is computationally simple. Because we always compute the X2 value

for each data point after a decision is made or during the decision process, we can use as a

weight the probability (from the X2 distribution) that a data point from a Gaussian distribution

would have the calculated value or larger. Thus we are using the complement of the X2 ac-

cumulative distribution function.

3.8 REVISED UPDATING EQUATIONS

We shall now introduce a formulation that we chose to augment our first improvements to

the basic Kalman filter. We shall model our system by Eq. (11), although we now have the

following form for xk

'1k

Xk mk (43)
PII

1 1

Vk

where pik is the mean vector of the i-th material, and Pik is the i-th vector (one element for

each channel) of the polynomial, when the k-th data point was measured. We replace Eq. (7) with

Zki = Hkixk Vki (44

where the subscript i refers to the measurement at the i-th scan angle a.. We shall use a.i to

determine Hki:

Hi t1i ta .2 a In (45)ki ki ii i n20
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To better understand Eq. (45), let us evaluate Eq. (44) if the j-th material were chosen. We
would have

ki jk +  k +  P2 k + . + a P + vkj (46)

which means that we assume that we are measuring a random vector (pIjk + vkj) added to a
polynomial function of angle that is independent of the material. So that we shall be consistent

with Eqs. (8), (9) and (10), we get

E(vki)= 0 (47)

E (vkvj)= k 6 ijRk (48)

E (vRjw1 = 0 (49)

We now rewrite Eq. (12)

N A

- + Cki(Zki - HkiX-1) (50)
i=1

We have included the confidence factor Cki for each data point zki and show our intention of
updating after every N data point. The Kalman filter Kk will differ from that used previously.
We also have to use a new interpretation of wk, because it now represents a change that could
occur after N data points rather than after each data point. We shall now find the Kk that we
should be using. Our method will be to show that we can rewrite the new equations into the
same equations that we had previously, and then to use the same solution. Our new filter will
have the same form as the previous one, although the terms will be interpreted differently.
Actually, our method of solution sounds more complicated than it really is, We define

N
Hk = CkiHki (51)

i=l

N

zk = Ckizki (52),
i=1

N

k = Ckiki (53)
i=1

N N
Mk CkiM i Ckai .. Cki (54)

i=l i=l i=l
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From Eqs. (51) and (54), we have

Hi = Mt 01 (55)i k n

We are now in the position to rewrite Eqs. (44) and (50).

zk = Hkxk +k (56)

A A A
xk = Xk_1 + Kk(zk - Hkxk- 1 )  (57)

We now use Eq. (48) to compute the statistics of our new vk.

E(vk) = 0 (58)

E vk RkE Cki (59)

i=l

Thus our updating equations become

A A km A
xk = x-1 + N In (z k - Hkxk-1) (60)

kmm + Cki

t
km km

0k+l = k N 2 k (61)

Ckmm +  Cki
i=l

where, as before,

Okm = OkMk (62)

Mkmm = M km (63)

Note that we use Eqs. (51), (52), and (54) to find Hkz k and Mk . When we classify the data, we

replace each mean vector in the signatures with the sum of the mean vector and the polynomial

vector.

We have one remaining step, that of replacing Eq. (32) with a new estimate of Ok. Our

choice is
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62 1 0

Hk = N 1 . (64)

0 71I V

We now have three parameters, 01, 02 , and l that we can use to determine Ok . We chose to

use N81 as a multiplier so that we could interpret 01 in the same way we did previously. We

are also assuming that the mean vectors and the parameters of the polynomial are uncorrelated,

as well as the vectors of the different orders of the polynomial.

We could determine the operation of the modified Kalman filter by the three parameters

(O1' a2' and Y 1 ) indicated in Eq. (64). We choose to add a fourth parameter, a confidence

scale factor, which we used as a divisor of the X values for the data points before determining

the Cki confidence factors. With this fourth parameter we can alter the rapidity with which the

confidence factor decreases as the data points become more distant from the mean vectors.

There is one problem when implementing the reduced updating equations. When the scan

angle correction terms are added to the state matrix, we must be sure to have sufficient in-

dependent measurements so that we can estimate each term of the state vector.: Without the

scan angle terms, this independence requirement is met when the Hk vary (as they normally

do). With the scan angle terms, however, extra precautions are needed. We have chosen to

update V + 1 times per line for a V-th order polynomial.

3.9 USE OF AUXILIARY GROUND TRUTH

Before concluding this section, we shall consider a method of reducing an undesirable

characteristic of any updating method, including the Kalman filter, known as signature capture.

In multispectral scanner data processing, signature capture occurs when the mean of one class

actually describes the data from a different class. We would tend to recognize data from one

(or more) material incorrectly, clearly an undesirable situation. Of course, the same mis-

classification can occur without updating, and it is possible that the updating may eliminate

the problem. As we shall see, we tend to decrease the probability of misclassification by in-

creasing the updating rate up to a point. There appears to be a maximum rate beyond which

the probability of misclassification increases. The increase appears to be caused by capture.

We believe that we reduce the probabilities of both misclassification and capture when we use

the confidence factor. Another method of reducing the probability of capture is now described.

23



ERIM
RM FORMERLY WILLOW RUN LABORATORIES, THE UNIVERSITY OF MICHIGAN

One method of processing data does not use updating. Training fields are located near the

beginning of the data collection pass to be processed, and auxiliary training fields are identified

throughout the run, so that the signatures can be changed occasionally. We could use a variant of

the same technique. Hopefully, fewer auxiliary training fields would be needed, because the up-

dating fulfills the task of adapting the signatures to the changing statistics of the data. The

main purpose of the additional ground truth would be to reduce the probability of the occurrence

of a capture.

It should be possible to reformulate the Kalman filter equations to use the additional ground

truth statistics. However, we lose nothing by finding the optimum filter for a separate formu-

lation. The derivation of the filter equations for this case can be found in Appendix B. A brief

description of the change in the updating characteristics is in order here.

The most obvious change is that the complexity of the filtering equation is increased. We

have not tested this particular modification to the filter, so we are not in a position to evaluate

the extent of the increase in complexity. Another change is that we have formulated the prob-

lem so that the updated mean of a class is exactly the mean of the training field for that class

when the center of the field is being processed. The influence of a training field decreases as

the distance from the training field to the ground represented by the data being processed in-

creases. We could have assumed some uncertainty in our knowledge of the mean vectors of

the training fields, but we saw no advantage in doing so.

One requirement that we have placed on the operation of all of our formulations of the

Kalman filter is that the training fields be located near the beginning of the run. We may be

able to relax this requirement when we use the initial training fields themselves as auxiliary

training fields.
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4
EXPERIMENTAL EVALUATION OF SOME KALMAN FILTER CONFIGURATIONS

The purpose of this section is threefold: (1) to show the results of some tests that were per-

formed to validate the theory presented in the last section, (2) to describe problem areas that

are not in our analytical model, and (3) to list the values of the parameters, e.g., 91' 02' that

should be used in the Kalman filter.

An important consideration that was faced was that of choosing data sets. Previously, test-

ing of adaptive processing at ERIM was limited to aircraft data over the Indiana C-3 area gathered

in 1966 with the M-5 scanner [11, 12] . This data was originally chosen because it had been

noted that classification accuracy tended to be significantly better near the beginning than near

the end of the flightline. It was hoped that this loss of accuracy, which was observed in a short

run, would be representative of a loss that might occur in processing a long data run.

There were two disadvantages to the use of this data: (1) all of our test had been restricted

to this one data set, and (2) the data were collected with an outdated multispectral scanner. There

was one advantage, however, in the fact that the previous tests had been made using this data. We

would be able to compare the Kalman filter results with the previous results. This comparison

would be useful in ensuring that the Kalman filter was operating correctly.

4.1 C-3 TEST RESULTS

We chose to perform our preliminary tests on the C-3 data, and to use a different data set

to substantiate our findings. We believe that this choice was a good one, even though we were

unable to make a decisive comparison between the operation of the Kalman filter and the tech-

niques used previously. Previous evaluations had been made by manual analysis and compar-

isons of digital recognition maps. This method was adequate for its purpose, that of demon-

strating the usefulness of adaptive processing in a clear-cut case. The method lacked the

ability to differentiate between small differences in performance.

Our first task was to devise a method of comparing different decision techniques that would
improve sensitivity to small differences. We felt the need to display the recognition results so

that we could readily compare a given adaptive technique with any other, and could find any

peculiarities that might be present. One method that we tried is demonstrated in Fig. 1, where

we have shown the classification accuracies that were measured for each field relative to the

along-track position of the field. To obtain our figures we had to identify portions of the data

with specific fields, using only fields for which ground truth was available. We were able to
eliminate from the presentation classification results for fields for which no ground truth or
signatures were available, as well as field boundaries.
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Figure 1 shows the classification results that were obtained when no adaptive processing

was employed. There are four fields for which the classification accuracy was less than 10%.
There was no capture, obviously, because there was no adapting. We believe that the data from
those four fields did not follow a general processing assumption, that the data from each class
would have statistics similar to those obtained from the training data. It appears that it is
rather difficult to define capture quantitatively, because capture is normally considered to be
a result of adapting.

We have presented two additional classification results in Figs. 2 and 3. Both figures were
obtained using a basic Kalman filter, updating after each data point. The difference between the

two figures is the result of using different values for the parameters 8 1 and 02. We found that

we had difficulty in choosing which set of parameters would be preferable. In fact, we could not

always convince other investigators that either one of the updated results was preferable to those

obtained without updating.

Clearly, another method was needed. We computed the mean and median values for the

recognition accuracies shown in Figs. 1-3. In finding the median, we noted that the value we

obtained depended to some degree on the recognition accuracy of one field. The mean, on the
other hand, did not exhibit this phenomenon, and probably better represents some user require-
ments. Consequently, we chose the mean classification accuracy as a measure of performance.

A total of 27 fields were identified for our tests from the C-3 data. Four of the fields, one
each for corn, wheat, pasture, and soybeans, are used for training. Initial tests indicated a
sudden change in the characteristics of the data after the first 14 fields. Consequently, we have
subdivided the 27 fields into three groups: (1) the four training fields, (2) the ten non-training
fields in the first 14, and (3) the remaining 13 fields. There are materials represented in the
data other than the four materials chosen for testing. This data, when improperly classified
as one of the four test materials, provides false input to the Kalman filter.

For our initial tests, we used the Kalman filter that updated after each data point and did
not use a confidence factor. Our first tests were made with different values of 01 (which deter-
mines the updating rate) and 02 (the interaction of updating the means of different classes).
In Table 1 we show the classification accuracies obtained for different values of 02 with 01
constant. We include the accuracies obtained without updating for comparison. The results
show that the accuracies are not very dependent on our choice of 02. Consequently, we decided
that we should be using 02 = 0.7. Note that the accuracies are higher when updating is used.
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The effects of using different values of 81 are shown in Table 2. Again we include the

accuracies that were obtained when no updating was used. Improved accuracies resulted from

all values of 01 except 81 = 10-4 . It appears that 10-4 is too large a value for 01 (the updating

rate is too large). The loss of accuracy may be caused by capture, which can occur most

easily when 01 is large.

There appear to be two trends in the data, one for the last 13 test fields, where a small

value of 01 (10 - 7) is preferable, and the other for the first two categories, where a larger

value of 01 (10 - 5 ) is preferable. We have one explanation for these trends. When we test the

first two categories, we may be adapting the means to the local inter- and intra-field varia-

tions. On the other hand, the accuracies obtained from the last 13 test fields may indicate

that for gradually changing data, it is better to update slowly and not try to follow rapid data

changes. If this explanation is correct, it might mean that one should use a combined rapidly

and slowly changing filter characteristic, which would be accomplished by using a Kalman

filter designed for non-white state variations.

A comparison was made between the accuracies obtained when updating every line and

every point. The results are shown in Table 3. We do not believe that the differences in accu-

racies are significant, and have concluded that updating every line is the preferred method

because of the reduced processing time.

Our final tests on the C-3 data set were made to evaluate the confidence factor, updating

every line. The results are shown in Tables 4 and 5. In Table 4, we show the results for the

first 10 test fields, for different values of 81 and the confidence scale factor. The values

shown for a confidence scale factor of infinity are repeated from Table 2, where the confidence

factor was held constant at unity (no confidence factor). There appears to be no improvement
-4

to be gained by using the confidence factor, with the exception of 01 = 10-4 . This exception does

not appear to be of interest, however, because greater improvement can be gained by letting

01 = 10-5 and not using the confidence factor.

In Table 5, we observe that we can gain accuracy by using the confidence factor. We are

led to the conclusion that the confidence factor is useful in following slowly varying changes in

the data, but not rapid variations. The choice of scale factor that one would use can be seen

to depend on the value of B1. When the scale factor decreases, the updating is more dependent

on data values closest to the means of the classes. Apparently this dependence has the effect

of decreasing the probability of capture, so that larger values of 01 can be used.

4.2 EATON COUNTY TEST RESULTS

A second data set that we tested was gathered during an ERTS underflight at 5000 feet of

Eaton County, Michigan on 25 August 1972. This data set was chosen because it was gathered
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TABLE 1. EFFECT OF 92 ON RECOGNITION

ACCURACY. 01 = 10-6

0 2 Values

0.3 0.5 0.7 No Update

Training data 93.3 93.5 93.6 90.5

First 10 test fields 77.2 77.3 77.4 68.9

Last 13 test fields 62.0 62.4 64.2 59.0

TABLE 2. EFFECT OF 01 ON RECOGNITION ACCURACY. 82 = 0.7

81 Values

10-4 10 - 5  10-6 10 No Update

Training data 68.7 93.9 93.6 91.6 90.5

First 10 test fields 60.6 81.7 77.4 72.2 68.9

Last 13 test fields 11.8 61.8 64.2 71.6 59.0

TABLE 3. COMPARISON OF PERCENTAGE
RECOGNITION ACCURACIES WHEN UPDATING
EVERY POINT AND EVERY LINE FOR TEST

FIELDS. 81 = 10-6 and 02 = 0.7.

Point Line

First 10 test fields 77.4 77.6

Last 13 test fields 64.2 63.5
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TABLE 4. AVERAGE PERCENTAGE CORRECT
RECOGNITION FOR FIRST 10 TEST FIELDS UP-
DATED EVERY LINE USING CONFIDENCE

FACTOR

Confidence a1 Values

Scale -Scale 4 5 -6 -7
Factor 10 10 10 10

co 60.6 81.7 77.4 72.2

4 - 63.5 66.7 68.7

1 - 66.5 69.0 69.4

0.4 66.7 69.5 69.5 69.1

0.25 68.2 78.1 69.3 69.0

TABLE 5. AVERAGE PERCENTAGE CORRECT
RECOGNITION FOR LAST 13 TEST FIELDS UP-
DATED EVERY LINE USING CONFIDENCE

FACTOR

Confidence 81 Values

ScaleScale -4 -5 -6 -7Factor 10 10 10 10

cc 11.8 61.8 64.2 71.6

4 72.0 73.4 70.5

1 72.0 77.0 63.1

0.4 72.6 74.5 61.7 59.7

0.25 72.3 63.9 60.3 59.2
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over one of the longest (21 mile) continuous ground areas of any of our data sets and there was

sufficient ground truth available. The first 11 miles had extensive ground truth, the remaining

10 miles less. The first portion of the data could be used to test both the ability of the Kalman

filter to follow rapid variations in the data and the updating of the scan angle correction (pre-

processing). All of the data could be used for testing for slower variations.

Tests were made to determine whether the results obtained with the C-3 data would be du-

plicated. The first consideration was the choice of 01 and 02 to provide highest classification

accuracy. A comparison of the choices of 01 cannot be made directly, because 01 must be in-

terpreted differently in the two data sets. We shall avoid confusion by calling the 01 variable

for the second data set 0'

When we tested the C-3 data set, we used every second point and every fourth line. Our

updating rate becomes 1/0e1 points processed, which is equivalent to 8/f01 data points or

8/Nf01 data lines (N data points/line). One method of comparison is to use points per update

when a filter is designed for rapid changes in the data and to use lines per update otherwise.

We used every point when we tested the Eaton County data. The variance of each state

variable was assumed to be NO' even though we updated the state vector three times each line.

The updating rate now becomes 1/3 NO' lines and N/3-N0 points per update. One should

compare 0' with 0.62581 when considering rapid updating rates and with 0.2501 otherwise.

These factors were obtained by knowing that there were 226 and 360 points per line for the C-3

and Eaton County data, respectively.

We used 25 fields located throughout the first eleven miles of the area for our first series

of tests. There were five classes: corn, trees, beans, wheat, and bare soil. Some results of

the tests using data that had been preprocessed using one of our standard techniques (ACORN,

Ref. 7) can be seen in Tables 6 and 7. We obtained Table 6 by using a confidence scale factor

of 1 and different values of 80 and 02. The best choice of 02 is zero, a clear difference from

the value of 0.7 that was best for the C-3 data. The value of zero for 02 is more consistent

with the assumption that we are adapting for rapid changes in the data. The choice of 0.7 for

02 for classifying the C-3 data may be an artifact of the techniques used in 1966 to collect and

store the data.

There is better agreement found when 01 and 0'1 are compared. The numbers we compare

are 01 = 10 and 0.62501 = 0.625 x 10 = 10 . We did not find more precise values for

optimum choices of 8', primarily because each number in the table represents approximately

36 minutes of IBM 7094 computer time, with the exception of the no update (maximum likelihood

fixated signature) time, which took 11.3% less time.
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TABLE 6. AVERAGE PERCENTAGE CORRECT REC-
OGNITION FOR 25 EATON COUNTY FIELDS USING A

CONFIDENCE SCALE FACTOR OF 1.0

08 Values

10-7 10-8 No Update

02 Values 0 67.7 86.3 82.6

0.3 49.3 85.4

TABLE 7. AVERAGE PERCENTAGE CORRECT RECOGNITION
FOR 25 EATON COUNTY FIELDS USING A CONFIDENCE

SCALE FACTOR OF 0.25

01 Values

10 - 6  10-7 10- 8  No Update

0 84.5 85.5 83.9

2 Values 0.3 84.7 84.3 83.0 82.6

0.7 54.9 60.3 74.3
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Table 7 was obtained when we used a confidence scale factor of 0.25. Again the best choice

that we found for 02 is zero. There is less agreement found after 01 and 0' are compared, be-
-5 -5.204 -7cause 0.62501 = 0.625 x 10 = 10 and 0' = 10 . However, there is no appreciable differ-

ence in results between 0' = 10 - and 0' = 10 - 6 . We tried using a confidence scale factor of 4
-8 1

with 01 = 10 and 82 = 0, but the average percentage correct recognition was so low (65.4%)
that we did not continue using that confidence scale factor.

An additional test was made, which produced an interesting but unexpected result. For the

test, we used our linear classifier, which does not have any adapting feature. We measured an

average percentage correct recognition of 86.9%, which is higher than that measured when we

used the quadratic decision rule with and without updating.

We do not feel that we have enough comparisons between the two decision rules to know

whether this improvement can be expected in most data sets. It may be that when we use the

linear decision rule with the Kalman filter, we may achieve even higher percentages, because

the linear decision rule may be more robust. An equally reasonable explanation is that general-

ly one cannot expect higher classification accuracy with a linear decision rule. However, we

favor the first explanation.

We have included Figs. 4 and 5 to show examples of the recognition maps that one might

obtain by using two different classification procedures. Figure 4 was obtained with our linear

decision rule on preprocessed data. The average percentage correct recognition of 86.9% was

obtained from 25 fields located within the map. Figure 5 was obtained by using the Kalman

filter with 9' = 10 - 8 , 02 = 0, and a confidence scale factor of 0.25. From Table 6 we see that

the average percentage correct recognition was 86.3%. Thus, the two measured accuracies

are essentially the same. When one compares the two figures, one might conclude that fields

tend to be more uniform in Fig. 5 (Kalman filter processing).

Our tests of the preprocessing feature of the new filter were inconclusive. The previous

tests were made using preprocessed data. When we planned the tests, we discovered that two

additional operational techniques would be needed. We needed some initial values for the poly-

nomials (one for each channel) of the scan angle correction. The technique that we used was to

use the filter to generate initial conditions by processing a portion of the data (200 lines), using

initial values of zero for the polynomials, and using such a low value of 01 that there was neg-

ligible updating applied to the mean vectors. The estimates of the polynomial parameters were

used as initial values for processing all of the data.

We also needed a method of obtaining signatures, including both first- and second-order

statistics. The signatures that were used to obtain initial conditions were measured using the
data before preprocessing was applied. We do not expect that these statistics would match

35



S=RIM FORMERLY WILLOW RUN LABORATORIES. THE UNIVERSITY OF MICHIGAN

- - -- E.. . . . . . .- ...-----.----4.... ! a - - .. iii--=-il-i", .. ... .. ,! ,---' -- ,

,--,.-- .-.. - - - I -~lll=: --. : : : : : : =. ll'lill -iiii- - - - ,* - -; .. -... ..-- - F - , - _..S -, -: 2 - - -1,- --- .M := . 1 - .. - - 1- 9111 - 1- - -;~i:lill.'i ..... .liil : : :: - - .:- -l3ll 
. i i

-
--

--
-  

- t 
- : :

=
l 

7
. f i i  

. . .

... ...... .. . ..... ...... . ............. ..... U-. ::!. .

- .:- . -.:: - - :,,,,,, Ei I:l ;: .:I :: : ;a:::: -* * -- -, , - " " " llllllllllllllllllllllllllllllllllll
... * . . ... . .:: - . ....... i--- - '-l.... ....... ..... ............. ..

,:. . :. m -- 1.I-..1 .-aa*afl...aa:i ......

--- - .. " --:-..---.--.-- - ;!:- ,,.-.:i -.-..E ZIIES ---------

------- = - :*"'*- - ...---... -, " -- : , - i -"llli..-: ,: . = :i!111113131" ." 1iji i -- iI=" i!".111331!i13!3! !!1311131!iiii13111!111=. i

: ... t:- - . -- - -- --:i!--. , I ..
- -

.
-

.

__;- ;.; -.. 7- ... ...... .:. -....... . M....E=- . .. : .: ii ' --- i!i 1- !ii!! -- ----- _-; lll-, ... ... "' * i* i - - '- 'il ::.-;-iiiiiiiiii:.-iii - :=iii ,:-i i:;- : i............ .... .- . = - -il-llll.--- - -,;U;=- - - - ---- - ll---- lllll ... ... --i ...... 'm - ...1 .................. t.. .... l ...... I... i ...... l. ..: - - :: :.. =.i' *i". - - ..................... -........... . . fl..... 15 -1 ....... ... . , ............... .................. ---
.7.1 , 9 -:: i :::::::: .~iiil!!i .~ iL

-  
.- i~~! !i11i11li = =s-= -Ii .i T-:-.- .:i!!!.!! 1! . ... ..!!31! 1! i.

=
.. :

iI -, a ai: ::: l l " :i-- i -I --.-'-- ..... I!l' " il i i i !ii"aii';

iiiiiiii.:iiiiiii p. ialaiil. .- - '' - - ' ~

... ." :ii :ii :!!iiii -iiiiii i-i:;i: iii:i::: !-J I i :..- - .-.-.----------- --- - ---- -----3 : --=::= ---:rl --- ::,=. =-- -_=- = -..:, ' .-.:-- :311 : ... ::i ...... :"Z : * ... .*- -: -131

;:iiiii -::ii;ili ..... fi...... ........... .... : ..... .. tli 7 = i == == .:: fil .1. - ::; ::::=: : :::: =:: =:: <l=:== ... ... :::=: = :ii

~~a . . . . .... .-... -..~. in-r.:; ... ; ::......... . .-. 1!

......... -... - .- :;::: :::::::::::::::::=Ii * -', .. :: "1111 -'..'= = =:= =:=:===:=:--------, -' .---i 1 , -.. ..1 i iii iiii ii, iii- i 'iii. iiii;iiiil

. . . . .iz.: .. :: zztz t ._:

... - ~ ~~ . . . ~.l...... Il 'N '" J-;I,'.-
: .... .i 1i ri~i'i-ii; ; '' iii !i ii :iil l i l- -'-- -__---- - -=, i i- : 1 !iiii!iiil iiii!. iii.H- i ii -- 'ii-i ilii ! :- ilii

i:;:-- M iii .ii - _1:7:-11-511,1111 4 , --'ii': ii'iT i'.Ii i ililiiiiiiiii!!iliii - ---ii-i------ -- ------ ---... ,!!..' ..' t i-
- 
::!!.......... .. ".... !!!!"..... . = i',! ,.!!!! !!1 "!!!!i

•:::;i ..- . .. : . --.. :ll = ::::::::=l llllll - ----::l-l = .:iilt ,.-iitt l '.li ;;; ; +; =::::;;"fl :: l lill.' ll : I:::illllllllllll~llllllll il:lllllll
....~i...l.. .ii. -= 7 i-.-.i ---.:l::l===i:: - --= H=i." ." .:: ::::: -. :: i:li111 ii;i:ii3111=iiT=- _i,..ii- _iit:! it=!i iit1I!11111,11111111!11 i :!1 11!tiii111i-i ii11!.:.:::::;

i. .. ......

~~~~~l i l ll i ii i

=:'-:=:=:' = -. i!111..ii'il-"!! i----'= '.-'ii .. ... -.--. -!-,i'i! ::::i ii:::!!!!i::::ii ::.:z:":-" .:;: ::. -

-:~~~H .. 1 - 17 1Ti- i uM - P ..... . : . -h 1 : : : : : : : : : :. : : . : : : : : : : : : - : : : : : : ; ! : : : : : : : : : = l -
= = =

;N.a=... I I ..
== -11i... I a *Hj '14 a

_-"- Ii iii.iii.iiiiiiii.111ii 1l , - _-- 4' 15 .. H-- -: .

-:.:.::.::: ::-.;= ---- : N :-!!;::-. " I .....-._ !I.- .---- - '.:._= * ............... Ii:: :! ::::!:i! :::::: !':"-" ,- .-!!--Iiiii. -"I " Iii

a .. .a..a.. ... i... ..... ........

1 1 i i i i i i ! ! 3 i i i i i 1'. : ! i i " - =-.. .. * : L : : - .:-: -; . : : -.'i : .'11 1 1 1 I ! -i i i i i i i ! 1 1 1 1 3 1 1 1 I i 7 .l t i : ..- .: ; I *l: : 1 1 1 1 1 - 1 1 .....il ~ i -li i i l : : ~ l l l l l l

1 -- ' * . , .... ... - . .. ........ .aa aaa...... I l- . .......... ... nI h I ll"

i,,i-.-'ii'! !!-i!--'--'!!' !-.'!ii :- 7 -- - --- '--- - -7- 7:-- -- .-.-- ] 7---- - i'71 u m ... Eiiiii! -:a ;-,. H= .. Ai_:! -1 -i 1 := :..= . ' .
....--- : I !!! --:--- -.i-i-li-i- , "::

....... a--.............. .. ......... I .

..... , .:..1.11 li1 1111 i i .

- --l - -1 ;l l;::

S. " . . . . . ... a... ... ... in.. ,i I........ .i-- ... i .......... a li.. ... ..i . *... i a- -- !- i :! - i : =------- I i'i , .

.... :...,= .:.,-....-.=..-..-.111
"
.... ................. .- ........ :: ........ .... Niii-..'.!i W.---- l ............ .;"':==-"= = ...1-IiI........

H. -M ... i--i---,-I ............... 1;.... ............ il:llli -: ...= :-- I: '.111111Hi"liilili" l:ll iil il,, 1 1 -, , i , 1 , .... . . . .. ... . . ..................... ...... .... ...= -- .: ............................, i i. i .
----: i---: .. .... :.:...--ii;-::.i--!. - -----1 - --- F! .=i, !.-.:i~i 1111111111 1 :!I!.-!! .111!!t...-..I

1 i 1" i' -!3 - i 1 l ! !!--.7!!"! L iiii m.ii !i.ii itiifiit .... iiti111

.. .ilaln a

--i-----11--i --- ii--- -- ----ii- *- -: 7 ... Ii.i--- -i------ -i--iIii- '-iii iii. .i.- .! r i!! - .~ ll

af if l f. ai.il .. a a a -,ij[I . .. ..H.... 
li1--

.a-- . ii -a aa 1* I!! a I-..I
....... aa.......aa.......a.. .. - ... j.....i -- aaa ..... aa !Iaaaaa=aTa

.
...

a~f 
*-- 

,..aa,.,
1 ,,.a, .. a .. . ad' ,a l .. aaa a aa

: m... ......................... ..... a a tilataaI . .. .. h....aaaaaaaaa.aaala

.... . .. ... . . aaa a. a j a

--i9i !i!!ili .iiiiii" L-:i! . -: -- -. .. ..-. .. -- -' Ii -iiiii iliii-Ni  -n .Iiii ..E. .~ :.. i= .... i-- i ii" iiii-""i~ --~ - i-~i~i.ii ---. !i ... iii"ili ii iii -. -1 ... ii iliii! !i .. -i~ :'!ii , "

- =i- - =0 1110 711-ill -. .....i.. *l~iil'iiii!il - 1 u| u: -- -- = = '. U -J.,IN -- u.. 1 - - 1 -.. 1flnl 1
:=- '. l~--l : .. ........... .illl .. =I II .... I.-=-= I .;;;W.;-.-. I ....lllillillll llll ill l l ....III llli=llll ll=lll == lll ll=ll=I.~ ,.-.. I,. - Ilff II fil -I .. HE : ... m
H:t~. =: i ! i ii i i 1 "' 11 11 11 11 1 .i . i i , . jl -.- : ii i;iii[ii.i-i| ii i i.ii;iii i ii : ii i ii ii i -~ii !iii -iii i ii.:i: i ...- .:::1:1 -::-..- .:: . ..::. i

;.... ....... ------. ....... -..... = !!!!!!!!! !!!!!!!!!!!!!!I!I!!I!!!I-iII - !!.- "- .-llllI!!IIII!IIlll'=l '=E ~ lll III llllil III llIlIlll III1 ilil

I . . ... 
TTT= = - -, fI : ...

FICTT' a LINEAR DECISION RULE RECOGNITION MAP

36



'E!RIM FORMERL WILLOW RUN LABORATORIES, THE UNIVERSITY OF MICHIGAN

................ 

-.-- .- - ............... ..... ... .. 
:"'".'... '.':::: :.::.....".. '-~'::: :l=:~i::,:,:,~:1::::::1 1

... 11-111-111 -- -- --
: ...... . : :: :t

.... .. ... ! . ...; -. '..it - ---. .. .:.. " ' * ...... . ii l-- -- , --- -,- --*---- -ii -EEi FE-
iz- ,l - -= . ........................ ::::.... .. ...... .. = ,,:::;;i- - -- -................. .. ... 7=---i --=-=EE-- = ------ a ------::::::: :::::: - -- --- i:;i ...... . - , * ;"' "" -..... * ... .. ............

.... -.. .. -- -- --..--- .---- -- ..... . .... ..... .... ..... ..... ..... ...........

... .. . --- - ---., -i .---. ,- .-!-=---.-!* ...... .... . ........ .i"'--..-.. ...... .... ..................

Ir. I:i;i .... I I .....-; : : : : :-- 7 ..... E=. .. --- . ti-mi -.- - - -
i

... il::-.::. == =Ki-g........... ..... : --------------- i . . - -:.-: ..... :,*--.,,,-I-- -- -...,-;-- - .... . - li'- - ---- = .: .... . ----.----- ...--- - - .. -- ::l-i: -- l _ _----.----------- .. .. ! ................. .... ...i:i l:: ::::. . . .... . F -Ilii iE= = --- i .... 1 ... ....... " . .. " , t

. ........... -.- .. -- ..... .. M .. .. .. .. . .. - ---------- ....... ......... :.:.....1. 1- . ... ..... .... ........* ...* .. , ,,liil.

::::: .T7 -.-.: -A.;

... 0-11-1.11 -- - ---

:.-r-:l -- ':';;::;;;;.i.. - . ..... .. ""' :: i - ON - I I ---- r;:::::: iil

- -
I ... l..;i.:.:.-. .=-.L~:::-1: I ll:: -: - -- ----- - -:..----::: .i.:: ------.-.--.

-:::..::.:z - I. - -:I . ........ . . ...... ---------- -------- Z= I I 11.liiiiiiiI I" 

.. -- -ii---"---- --- ," -, ""-", -- " '11 I 11111- 11111-1111111=111 N-M==----Z.-...-.l:..::: :Z .- : z.- -:.- ::=r .-- - -- -lllmll

'"' - = * --- - --- ... Ill 110,11. 1i, Iill .1111

.. ...... ""'M ---- ".::,: -----
i i i = : - - I . 11 - 111 11.1 1 - 11 1-11.10 . 01 1- 1 1

:-:-i:::-------!---.?-- l---:.----.-.-.-,.------ - :i:ir l-- l"N IM - -:-I--:: 'TH::iii2i-ii1 iii:1 .; I -1111111111 1:1 111111111111-:=--ll~-

;...:nn-; .z ,,,, ::...:......... ..... it-1: .. .. . , , , , ::

.::::.:.... - ... - .. .......... . .. - -..... .... - .. E = E ~ i :1 = M E R --l l - . .. .... .. - iii m ii . . . . iii ...... :.!. .. ----I-- -1 1 - l~

i;= - ----- -- - - -- - - " -- ., . .......... ; ......... . ........ ...
. -1--....- . -

1-- 

Z:~ 

~ :::- 

i- -- - -=f- ... 

-::--

. .... izi. -- --.- -- =- -.- ----it . . ....... ; --- ----- -- ---- -----

.i":::Z.;. "' " "' .. I -1, - I I I~i

. it ------~~"""'
! ---. t --- --1 m---io -l,----- "-."" -'"--"- -,-,- .-'.i -. i i - ,,.--...: .* --- *-- 1 1 - --l 1 -1 1 "

",--,*--, .................... *'"- , - , " i n 111 .::;:: ...-- ---

.......... ............ ---- - -- - -ii...i....---------
........ .... - - ----------- - : !.-. .... " . ---- - ----

, - t .............. , -I, " " ,-.- * - 41 ,1 'i-1 -'ii-,.ii.iiiiiii'.iiiiii'*...*--,-*ii''-,""' 1111-1-l

- -: : : : : . . . . , H i... ... ...... .. .. .. m11- - '**' , ----:--- -- =E=-====== = - - - I. - 0 -, ': ...... = ........ - " , . .. : .. ... - . ... ...... :
=1=II ::: i:::- i- -- - - -- - --- ---- -:-:1 - :: : : :: I -:1 - l:", - - ---- -11=1 .1.ii:lif~ii::::::;I::1'-:1-~-n . - - -- =::i== === -- -- = - . .... ...ii-:i-ii:

:::t:::::: - :::iiiiii

i:~' iiiiii-i -n ; I ...... g .............. :--:.---~l --I:~~1

" ir,, --i-l-: -. 1 =....................... .. - - - - ---------- !-- i

- ...*" .. * 1 I - ll:......-.......... 11-111. ... .. - .....- -- : ..I -- =E = = =iiiiiiiiiiiiiii - - - ----- -------- -;;;;;;;;;;;;i~iit -==,===Z . it .... ;ii . 1 11- --- ,*--I-----*-,:-- 'tziii::::i i i i~i iir~ l i ~ i- - - - - .... .........i I .... ... ..ii ii it ii ii iiii::::;;::;;:;;;;;i -- ....... ............... ..... I 11l . iiiii
iiii::: iii: i *****,** li**:"* i ii--. i .:liii -- .7-2- - - --------- -------------- = ........ ... I 111. :iiiiii

lii~llliiiiiiiiiiiiii~iii:l- -~

:::: .......... , - --- 1 i -11-Z..., : ...... .,:... I .

:::::::::............ . - "'*'" - " - z . ..... ... . .... ...

. -- - --- -- . . ..... ..



Aw'RIM FORMERLY WILLOW RUN LABORATORIES, THE UNIVERSITY OF MICHIGAN

the data when we use the preprocessing feature of the Kalman filter. We actually used the

same signatures, but would have preferred using signatures of the data after it had been pre-

processed using our initial values for the polynomials. The average percentage correct recog-

niting that we measured for the 25 fields was 74.7% when 01 was 10 . 7 and 74.3% when 01 was

10 - 8 . The other parameters were: 82 = 0, al = 1.0, and the confidence scale factor was 0.25.

Without either preprocessing or updating, the recognition accuracy measured 68.7%.

It would appear that we should have used another method to derive signatures. We also

have some doubts about the superiority of the use of the preprocessing feature, compared to

our standard preprocessing procedures to improve classification accuracy when only rapid

variations in the data are present. It is more realistic to expect improvement when there are

gradual changes, especially when the changes are caused by changes in the atmosphere or sun

position.
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5
FEATURE EXTRACTION OF MULTISPECTRAL DATA*

The data gathered by a multispectral scanner must be processed, for example by recogni-

tion processing, before much of the information in the data can be extracted. In carrying out

this information extraction it is desirable to reduce processing time to the extent possible.

One method for doing this is to reduce the number of channels of data to be processed.

.There are several ways to reduce the number of channels to be processed. For example,

one could reduce the number of spectral channels in the scanner itself. This method has the

disadvantage that, because of changes in atmospheric conditions, changes in the-spectral reflec-

tance of crops during various stages of growth, and other variable factors, one does not know

in advance of examining the data which spectral channels should be recorded.

A second method is to record all of the channels available, but to process only a subset of

channels. This method has been routinely used at ERIM in recent years. The training data are

used to decide which channels can be eliminated. We found that 4 to 6 spectral channels pro-

vide almost as much recognition information as do all of the channels (usually 12 of them) [20].

Investigation of a third possibility is reported here, namely, to form a subset of linear com-

binations of the recorded spectral channels [ 23, 24, 25, 26, 27]. The subset of linear combina-

tions can then be used in recognition processing just as if they were a subset of the original

channels. In this case,the training data are examined to determine which linear combinations

of channels to use. The subsets of linear combinations would then be calculated for each data

point prior to beginning recognition processing.

In many applications, it may be that a subset of 2 or 3 linear combinations will give the

same recognition information as if all pure channels were used. If the time required to calcu-

late the linear combinations is small compared to the time savings achieved in recognition result-

ing from the reduction in the number of channels, the advantage in employing linear combinations

may be substantial. With analog data available, the linear combinations can be formed at the

time the data are digitized. For data in digital format, it may be convenient to form the linear

combinations when the data are converted into a format suitable for recognition, or during the

preprocessing operation.

A simple example can illustrate the formation of linear combinations and the performance

that is possible. Consider the problem of recognizing one of four possible classes using one

linear combination of two-channel data. The data channels are assumed to be independent, each

with variance o 2 . The location of the mean values for the four classes is shown in Fig. 6.

The calculation of the average probability of misclassification for this geometry was made by

assuming that a linear decision rule would be used, that the data were normal and described

* The content of this section has been presented previously. See Ref.[22].
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by the means and variance, (i.e., the covariance terms are zero) and that the a priori probabili-

ties of occurrence of each class are equal. The calculations were limited to pairwise evalua-

tions, whereby the probabilities of misclassification for each pair of classes were not affected

by the presence of the remaining class. The formation of a linear combination has the effect

of projecting the data into a subspace which in this case is just a line.

The calculation results are shown in Fig. 7, where the average probability of misclassifica-

tion is shown as a function of the angle between the abscissa and projection line that determines

the linear combination. The performance that would be obtained by using pure channels is found

for angles of 00 and 900. The lowest average probability of misclassification occurs for a linear

combination described byan angle of approximately 150. Thus for this particular example, a

linear combination would be more desirable for recognition than a subset (i.e., a subset of one)

of pure channels. Notice that for some linear combinations the average probability of misclassi-

fication exceeds 1.0. This occurs because of the pairwise assumption used in the calculation,

whereby some points are misclassified in more than one way, and all of the ways are counted in

computing the average.

A procedure for finding the best linear combination in this case might be to start with any

combination, and compute the average probability of misclassification. Then, the calculation

is repeated for a linear combination described by an angle close to the first angle. This pro-

cedure is then repeated, always with the angle close to that angle which in the previous com-

putation had provided the lowest average probability of misclassification, until a minimum was

found. For this example, where there are two minima, the lowest would be the one that would

be found most of the time.

A slight variation of the geometry previously described is shown in Fig. 8. The only dif-

ference is the change in the variance, a. Figure 9 depicts the calculated average probability

of misclassification. The averages are all lower than those shown previously, a result of the

reduced variance. In addition, there are now 5 minima, rather than 2, so that a minimum seek-

ing technique is more dependent on the starting linear combination. The number of easily de-

tectable minima can be reduced by artificially increasing the variance. This phenomena may

lead to an improved minimum seeking technique.

5.1 CHOOSING LINEAR COMBINATIONS

The problem of finding a good method of choosing linear combinations is primarily one of

finding a workable algorithm in three distinct steps: (1) develop a measure of performance,

(2) develop a minimum seeking technique, and (3) find suitable starting points for initiating the

minimum seeking technique. In addition, the algorithm should not require an excessive amount

of computational time.
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CHANNEL 1 VALUES

FIGURE 6. LOCATION OF MEANS FOR EXAM-
PLE WITH LARGE VARIANCE
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FIGURE 7. CALCULATED RECOGNITION ACCURACY FOR DIFFER-
ENT PROJECTION ANGLES FOR EXAMPLE WITH LARGE VARIANCE
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z 0

CHANNEL 1 VALUES

FIGURE 8. LOCATION OF MEANS FOR
EXAMPLE WITH SMALL VARIANCE

0.6

0. 5 -

0.4 -

0.3

0.2

<0.1 -

o.o I I I I I I
0 20 40 60 80 100 120 140 160 180

PROJECTION ANGLE

FIGURE 9. CALCULATED RECOGNITION ACCURACY FOR DIFFER-
ENT PROJECTION ANGLES FOR EXAMPLE WITH SMALL VARIANCE
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5.1.1 PERFORMANCE MEASURE

The performance measure used to evaluate both subsets of linear combinations and subsets

of pure channels can be expressed as:

M= 1/2 i j- AA At-1A /2 (65)

where the summation is for all signatures, the i-th class is distributed normally with mean

vector i and covariance matrix Ri, and O(X) is the normal distribution function. The row

vectors of the mxn matrix A represent the linear combinations in question (n is the number

of pure channels and m is the number of linear combinations). When this expression is used

to evaluate a subset of pure channels,the matrix A becomes an array of O's and l's. In the past,
this expression has been used for this purpose. Notice that if the distance between means,

Ai - 4j, is increased the argument of the normal distribution function associated with that pair

is increased.resulting in an increase of the expression M. M is thus an approximate measure

of the total number of correct classifications. The average probability of misclassification is

then approximately 1 minus a term proportional to M.

If R i and Rj increase, then the average probability of misclassification would be expected

to increase. Following through the expression for M we see that this is so. A maximum likeli-

hood linear decision rule (as opposed to a quadratic decision rule) very similar in form to

Eq. (65) is now used routinely in this laboratory for recognition processing. The measure M

is an accurate measure of the results actually obtained in using this rule with two specific

approximations. First,M gives added weight to regions which can be misclassified in more than

one way, while a decision rule used on actual data partitions all the data uniquely into separate

classes. Second, the linear decision rule actually used on data takes account of both of the co-

variance matrices R i + R., whereas Eq. (65) merely averages them together. Equation (65) is,
however, a more accurate measure than others which have been suggested. For example,

(R i + R )/2 could be replaced by the average of all the covariance matrices in the signature set,

rather than using the appropriate pairwise average. Also, the function 0 could be replaced by

its argument,resulting in what has been designated a "divergence criterion," This is clearly

an inferior criterion since it continues to force more separation between means even after they

are several sigma apart. An advantage of Eq. (65) is that it can be developed directly from the

maximum likelihood decision rule, so the approximations used can be enumerated and evaluated.

In fact, Eq. (65) is approximately proportional to a constant minus the average probability of

misclassification that would be measured.
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5.1.2 MINIMUM SEEKING TECHNIQUE

A method has been developed to find a local minimum of a function of several variables by

starting at a point and following a path of steepest descent by steps of variable but controllable

size. Both the local gradient and the local curvature are used to estimate the path of steepest

descent.

There is one additional problem concerning the determination of A that should be mentioned.

If A is an mxn matrix, there are mn components to be determined. This number of components

can be reduced to m(n - m) by the choice of a suitable canonical form of A. A canonical form is

possible because the value of M obtained for any A is not changed if PA is substituted for A,

where P is any nonsingular matrix. We actually use PA, where P is chosen to scale the aver-

age covariance matrix and the mean vectors of the materials to our data format. The canonical

form we chose is:

tan 011 tan 012 . . . tan 0 l(n-m)

tan 821

A= Im (66)

tan 0
m,1

where Im is the identity matrix with rank m. (For a specific example see Table 8, where m = 3,

n = 10, and the 10 pure channels have been rearranged in order of the wavelength.)

The canonical form with the 8.. has two advantages. The first is that, in general, a mini-

mum number of unknown scalars must be found. The second advantage is that the minimiza-

tion process can be accomplished by varying the i.. with a nearly uniform step size. It is not

necessary to have large jumps in the values of the unknown scalars, which occur if the tan 9..

are considered to be the unknown scalars.

5.1.3 FIND STARTING POINTS

Finding starting points, the third step, is more difficult. The following are suggested start-

ing points.

Best Subset of Channels Starting Point

Each individual channel can be thought of as a linear combination of channels. (The vector

representing this combination has a 1 in the appropriate coordinate and O's elsewhere.) There-

fore, a subset of m channels can be thought of as a set of m linear combinations. Since the
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number of subsets of m channels can be large, rather than check through all of them to find the

best one, we use a stepwise procedure to find a "good" one. This stepwise procedure succes-

sively adds the one channel which gives the lowest average probability of misclassification when

used with the channels already selected. The linear combinations represented by this subset

are then used as a starting point.

Norm-Squared Starting Point

By replacing each covariance matrix by the average of all of them, the problem is reduced

to minimizing the function.

M (P) = O(1/2 [Pwil 1) (67)
i

where the w. are a fixed set of vectors and P ranges over all orthogonal projections of rank m.
1

The number of vectors w. is the total number of pairwise combinations of signatures. Each

projection P corresponds in a simple fashion to a matrix A in the original formulation (see [23] ).

The projection P which maximizes

LIIPwi 1 2  (68)
i

is found analyticallyand the corresponding A is used as a starting point.

Principal Eigenvector Starting Point

First calculate the average of all the covariance matrices. Then transform the data so that

the average covariance matrix is the identity matrix. Let N(JI, R) be the distribution of all the

transformed data in the training area lumped together. This distribution can be calculated from

the distributions of the various materials if we can estimate the frequency of occurrence of

each material. The starting point A is then taken as the matrix whose row vectors are the m

orthogonal eigenvectors corresponding to the m largest eigenvalues of the covariance matrix R.

Clustered Starting Point

This method is based on the fact if there are only two signatures and we are using linear

discrimination, then there always exists a single linear combination channel which distinguishes

exactly as well as all n channels no matter what the value of n. If there are many signatures,

then for each pair Si, Sj(i " j),vij canbe the unit vector corresponding to this best single linear

combination. In general, the number of vectors vi. , will be greater than m. The v.i are then

clustered into m clusters. For each cluster Ck, k = 1, . . . , m, a weighted average, wk, of the

vi, j in that cluster is computed. The starting point A is formed from the wk as row vectors.

The weights can be made to reflect the sensitivity of the recognition accuracy to the decision

rule.
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5.2 EXPERIMENTAL RESULTS

We compared subsets of linear combinations with subsets of pure channels. The data used

were from one of the sets previously employed to test our linear decision rule [1] . We chose

this particular set because of the difficulty we have noticed in obtaining satisfactory recognition

with it. We felt that with relatively poor recognition accuracy, the test results would represent

greater statistical accuracy. If only a few data points were incorrectly recognized, the test

results would be too dependent on those few points.

The test procedure we used was to first select data that corresponded to 20 training fields.

From these fields we developed statistics (mean and covariance) for each of the 7 classes of

materials. The statistics or signatures were then used to develop the decision rules which were

applied to data that corresponded to 23 test fields different from the training fields. We then

found the average correct recognition for each field, and then the average for each material.

Finally we averaged recognition accuracies for the materials to obtain an average recognition

accuracy for the data set. The computer programs were merely functional, not optimized for

minimum computation time, so meaningful comparisons of computation times were not made.

The material classes consisted of bare soil and six vegetative species: alfalfa, barley,

lettuce, sugar, safflower, and rye. The bare soil data tended to be atypical, because three or

more pure channels of data provided almost perfect recognition, whereas all of the subsets of

3 linear combinations of channels provided reduced accuracy. Note that the various subsets of

linear combinations were chosen to optimize over all the species; therefore, it is not surprising

that they did less well for one of them. There is some evidence that one infrared channel or

ratio of channels can be used to separate vegetative and non-vegetative materials. Thus,for

some applications of layered or sequential classifiers, bare soil may not be considered as a

class to be recognized when discriminating among vegetation types. However, for this study,

we retained bare soil as a class.

The test results are shown in Fig. 10. The entire bar indicates the average recognition

accuracy obtained for the 7 classes. The unshaded portion indicates accuracies for the 6

vegetative classes. Note that the recognition accuracy for the subset of 3 linear combinations

was better than that obtained when subsets of either 3 or 4 best pure channels were used. In

fact, the accuracy approached that obtained for all 10 channels, especially when only the 6 vege-

tative materials are considered.

Figure 10 shows the average recognition accuracy obtained for one subset of 3 linear com-

binations only. We actually tested three subsets of 3 linear combinations. Two of the subsets

resulted from minimizing our measure function with two different starting points (the first of

these was used for Fig. 10) and the third subset was an unweighted addition of channels. We

obtained approximately the same average recognition accuracy for each of the subsets of linear

combinations. 46
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Z 100 -
O Imperial Valley, 1969

90 20 Fields, 7 Classes for Training
90 23 Fields for Testing

No. 1 Choice of Training FieldsS80
O 80 -

70 -

60 -

U 50 -

40 -

0

30 -U.2

FIGURE 10. COMPARISON OF LINEAR COM-
BINATIONS WITH SUBSETS OF CHANNELS FOR

TEST FIELDS
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In Table 9, the average recognition accuracies we obtained from the 3 subsets of 3 linear

combinations are compared with each other and with subsets of pure channels. Note the corre-

spondence with the predicted accuracies, especially for subsets of pure channels without the

bare soil class. The accuracies were predicted from Eq. (65) with all signatures, including bare

soil, being used.

The first subset of linear combinations is shown in Table 8, each row represents one com-

bination. This matrix is not determined uniquely, because premultiplication by any nonsingular

matrix results in a new set of linear combinations which would reduce identical recognition

performance. The starting point for this set was the subset of 3 pure channels-that we used for

comparison.

TABLE 8. MATRIX DESCRIBING 3 LINEAR CHANNELS WHEN
THE STARTING POINT IS THE BEST SUBSET OF 3 CHANNELS.
Each row contains a set of weights that determines one of the

linear combinations.

1 0.29 0.45 -0.74 -0.42 -0.06 0.07 0 0 -0.20

0 0.23 0.65 -0.02 0.60 0.76 0.82 1 0 -0.01

0 0.18 0.57 -0.34 0.20 0.31 0.11 0 1 -0.09
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TABLE 9. PERCENTAGE RECOGNITION ACCURACY OBTAINED
BY USING LINEAR COMBINATIONS, SUBSETS OF CHANNELS,

AND ANALYTIC PREDICTION

LINEAR COMBINATIONS SUBSETS

No. 1 No. 2 No. 3 3 4 10
Recognition (%) Recognition (%)

Without soil 66 66 64 51 59 68

With soil 67 70 69 58 65 73

Predicted 71 75 51 62 70
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6
CONCLUSIONS AND RECOMMENDATIONS

A general linear theory can be used for adapting the means of class signatures. The theory

can accommodate the use of known additive and multiplicative changes to the means, use of un-

certain decision results or proportion estimates, a method to use auxiliary ground truth, and a

method of adapting scan angle corrections. The general theory, which is essentially a decision-

directed Kalman filter, includes as special cases the adapting algorithms which had been derived

empirically and tested during last year's contract.

Two limiting features of the Kalman filter can be avoided simultaneously. These are: (1)

the requirement that first- and second-order statistics of the variations of the means be known,

and (2) large memory and computation requirements are generally associated with a Kalman

filter containing many states. Because the Kalman filter model is only an approximation to a

description of remotely sensed data, the use of the more accurate statistics may not produce a

significant improvement in the accuracy of the mean estimates.

The development and testing program was devoted to finding simple, practical methods,

rather than to the full utilization of the generality of the theory. The test results provided con-

firmation of the usefulness of the Kalman filter model. It was shown that processing accuracy

could be improved over that obtained previously with empirically derived algorithms, as well

as that obtained when the means were held constant.

We conclude from these limited tests that the Kalman filter algorithm can improve classi-

fication accuracy in two ways: The updated means can be made to follow variations in the data

caused by inter- and intra-field changes in the ground covers. Or, the updated means can be

restricted to show variations which would follow slow changes resulting from atmospheric vari-

ations, varying sun position, or varying ground cover reflectances in the data.

The ability of the Kalman filter to adapt to rapid changes in the data may have an important

operational consequence. It should be possible to better delineate fields and field boundaries.

This may improve the accuracy of estimating acreage, e.g., specific agricultural crops, as well

as increasing the probability of a correct decision of the ground cover on a given field.

As a result of the test results, one conclusion must be that adaptive processing is a pro-

cessing method capable of improving recognition accuracies, at least for some data sets.

Additional testing should indicate the general usefulness of the technique and the parameters

to be used. There are indications that the linear, rather than quadratic, decision rule would

increase classification accuracy and decrease processing time. We believe that the filter

should be implemented so that auxiliary training fields can be used to decrease the probability

nf capture.
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From observing the test results, we have concluded that the Kalman filter model should be

changed so that the means adapt to slow the rapid changes in the data simultaneously. If this

change is made, the updating rate should increase without increasing the probability of capture.

We did not try to update the signature means while estimating proportions of unresolved

objects. In addition, we did not try using any auxiliary information. The sun sensor in the

ERIM M-7 multispectral scanner is one source of auxiliary information presently available.

We believe that adaptive processing is a useful method of classifying multispectral data.

Additional testing with other data sets should be performed so that the capabilities and limita-

tions can be better understood and the method can come to be used routinely. The Kalman

filter processor can fulfill many functions simultaneously. In fact, it appears that many prac-

tical adaptive algorithms can be shown to be equivalent to a Kalman filter.

Finally, we conclude from our study of feature extraction that the use of linear combinations

may be a feasible method of spectral feature extraction to reduce overall processing time. The

tests should be extended to include more data sets and different starting points.
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Appendix A
BASIC KALMAN FILTER

The Kalman filter has been known, used, and described for some years. The develop-
ment that follows [28J is intended as a review and to show one method of development that can
be used to obtain all of the Kalman filter variations that are described in this report.

The basic assumption for the theory is that a process can be described by the two
equations:

Xk = Xk-1 + Wk-1 (A.1)

Zk = Hkxk + Vk (A.2)

where xk is an nmxl state vector defined at time tk zk is an nxl measurement vector, Hk is
an nxnm transition matrix; and wk and vk are random vectors with dimensions nm x 1 and
n x 1 respectively. We further assume that we have a Markov process, i.e.,

E(wk) =0, k= 1,... (A.3)

E(wkw~)= kjq k , j, k = 1, 2,... (A.4)

E(vk) =0, k= 1,... (A.5)

E(VkV) kjR k , j,k = 1, 2,... (A.6)

E(wkv )=0, j, k= 1, 2.. (A.7)

We wish to estimate xk with xk, knowing zl, . . . , and we wish our estimate to be optimum
in the sense that we minimize trace Pk, where

Pk = E ( - k)xk xk)t (A.8)

We shall estimate xk with the equation

A A

xk = xk-1 + Kk(zk - Hxk-1 (A.9)

where Kk is to be determined. Equation(A.9)is not the most general form of linear estimators,
but it can be shown that we shall obtain the optimum estimate. Of course we have restricted
our estimate to be a linear function of the measurements, but our estimate is actually optimum
even without this restriction if vk and wk are Gaussian random vectors.
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We wish to find the Kk that minimizes the trace of

Pk= E k) (A.10)

where

SA

Xk = xk - xk  
(A.11)

A A= xk- 1 + Kk(HkXk + vk - Hkk-l) - xk (A.12)

which we obtain by combining Eqs. (A.2), (A.9), and (A.11). We now use Eq. (A.1) and get
~ A A

Xkk- Xk 1 + Kk(Hkk- 1 + Hkwk-1 +k - Hk k-1) -Xk- 1 -Wk- 1

= (I - KkHk)(Xk_1 - Wkl) + KkVk (A.13)

We next form Pk' using Eqs. (A.7), (A.10), and (A.13).

Pk= E(I - KkHk k-1  WkL)(k - wk-l)t(I - KkHktj + E KkkkK (A.14)

= (I - KkHk)P(I - KkHk ) t + KkRkK (A.15)

where

= Pk-1 + Qk-1 (A.16)

We now complete the square in Kk, which results in

Pk = (Kk - A)B(Kk -A) - ABAt + Pk (A.17)

where

A = PHt (1 1k k -1 (A.18)

B = HkPH + Rk  (A.19)

We can now minimize trace Pk by letting

Kk= A= PH HkkH k) -1 (A.20)

With this.value of Kk,

P t - KIHkP k k (A.21)

We have now completed the development of the basic Kalman filter. The filter is de-

scribed by Eqs. (A.9), (A.16), (A.20), and (A.21).
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Appendix B
A KALMAN FILTER FOR AUXILIARY GROUND TRUTH

The Kalman filter will be derived following the procedures used in Appendix A. We first
define the problem:

xk =Xk- 1 +Wk-l (B.1)

Zk HkXk + k (B.2)

A A A P A

xk = Xk- 1 + Kk(Zk -Hkxk + JkiHNi(xNi -xk- 1)  (B.3)
i=l 1

A

xk =x k - xk (B.4)

Pk= E (kxk) (B.5)

k= Pk-+ -l (B.6)

We wish to find Kk and Jki that minimize trace Pk The number of ground truth fields is p.
We assume that at point Ni we know HNiXNi (the means computed from the auxiliary ground

truth). The first step is to combine Eqs. (B.3) and (B.4); using (B.1) and (B.2):
A A A

Xk = xk - xk - Xk-1 + Kk(Hkxk-1 + Hkwk-1 + Vk - Hkk-1

+ -JkiHNi(xNi -k) -Kk - 1  wk-1
i=l

= (I - KkHk)(Xk_1 - wkl) + Kkvk

+ JkiHNi(xNi - xk-_1 )  (B.7)

Before we compute Eq. (B.5), we shall compute two expectations. We first note that
A A

xNi - xk-1 = xk- +w k - + k + '" +w Ni 1 - xk-l

= Wk- 1 + '+ WNi- 1 - Xk- 1  (B.8)

If we use Eq. (B.8), we find that, for i j

E (xNi - xk -1)(xNj - Pk-1 + Qk-1 + Q Nj -1 Pk +(N - k)Q (B.9)

when Qi = Q for all i. Also,

55



SjRIM FORMERLY WILLOW RUN LABORATORIES. THE UNIVERSITY OF MICHIGAN

E [(x - w-1)(xi - 1)t]= E[(xk-l Wk-)(wk-l +. +Ni-1 -'k)1 = -PI (B.10)

We are now at the point where we can compute Eq. (B.5).

Pk= E (I - KkHk)(Rk-1 - W i) + Kkvk + tJkiHNi(xNi - Xk (I - KkHk)(Rk- 1  wk- 1)

+ KkVk + JkjHNj ( N j -k- xk (I - KkHk)Pk(I - KkHk) t + KkRk

- ~k(I - ) J - 'JkiHNiPk(I - KkHk)t

j=1

+ JkiHNi[Pk + (Ni,jk)Q] H jJj (B.11)

i,j=1

where

N. = N, i j (B.12)

=Nj, j < i

We shall simplify Eq. (B. 11) before finding Kk and Jki" The last term of Eq. (B.11) is

T1 JkiHNi[Pk + (Ni,j -k)Q]H NJj

i,J=l

= iHNi + (N. - k)Q] H jJkj (B.13)

iij

+ JkiHNi[ k + (Nj -k)Q] HNjkj

The second part of Eq. (B.13) can be written

PkiHNj[P + (N - k)Qj H ti t

i>j

If we define

Fijk = HNi[Pk + (Ni -k)Q] Htj
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Eq. (B.13) becomes

T 1 = ijkF j ki ikJki (B.14)

i=J i>j

Eq. (B.14) has the form of a vector-matrix-vector product, although each term is a matrix.

When we use partitioned matrices, we have

T1 JkFJt (B.15)

where

k (kl1 " Jkp)  (B.16)

Ilk 12k

F= Fl2k  F22 (B.17)

Two other terms of Eq. (B.11) should be simplified:

T= (- KkHk)PkHNj kj (B.18)
j=1

T3 =JkiHNiPk(I - KkHk (B.19)

We first note that T 3 = T 2. We also note that the terms in Eq. (B.18) that depend on the index

j have the form of an inner product. Thus we write

T 2 = (I - KkHk)PkHNH HJ (B. 20)

where Jk is defined in Eq. (B.16) and

HN = ( (B.21)

HNp

This completes the simplification of Eq. (B.11), which can now be put into the form
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Pk= (I - KkHk)Pk(I - KkHk) t + KkRkKk - (I - KkHk)PkH k

- JkHNPk(I - KkHk)t +JkFJ (B.22)

The next step is to find Jk that minimizes Pk. We shall use the identity

t t t t t
Jk FJ  - JkFA - AFJk= (Jk - A)F(Jk - A ) - AFA (B.23)

with

t -1
A = (I - KkHk)PkHNFk (B.24)

Equation (Bo22) becomes

Pk = (I - Kk )P(I - KkHk) + KkRkK + (Jk - A)F(Jk - A) t - AFAt (B.25)

Thus, independently of Kk we choose

Jk = A= (I - KkHk)PH tF-1 (B.26)

and have

Pk = (I- KkHk)P(I - KkHk)t + KkRk - (I- KkHk)PkHt F-1HNPk(I - KkHk) t

= (I- KkHk)P (I - KkHk) + KkRkKk (B.27)

where

P =P - PkH F -HNP k  (B.28)

The minimization of Eq. (B.27) with a choice of Kk is in Appendix A.

Kk = P"HtHkkP H+ k ) -1 (B.29)

Pk = Pk- KkHkP (B.30)

This completes the development.
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